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Abstract – Image segmentation is currently a prominent topic for both military and commercial researchers. This paper concentrates on the image segmentation based on the combination of modulated intensity gradient and texture gradient. Image segmentation is an integral part of image analysis. In image processing different processes are done on images to enhance it at different parameters. These processes are not directly applied on images but before that it needs to be segmented or divided in smaller parts called pixels or small blocks of pixels. So segmentation becomes an integral and basic part in image analysis and error at this stage can influence other processing techniques. The performance of this method is compared with the available techniques. The proposed system improves the Mean Square Error (MSE), Maximum Error (MAXERR) and Peak Signal to Noise Ratio (PSNR).

Index Terms – Image, Dual Tree Discrete Wavelet Transform (DT-DWT), Wavelet Transform (WT), Mean Square Error (MSE), Maximum Error (MAXERR), Peak Signal to Noise Ratio (PSNR).

1. INTRODUCTION

Dealing with information extracted from a natural image, a medical scan, satellite data or a frame in a video sequence is the purpose of image analysis. In the real world, the stimulus that is received by the retina is perceived as whole and complete information. Between the electromagnetic reception and the perception, physiological and neurological processes construct the final perception and analysis of the image. In fact vision is composed of many interacting components including analysis of color, texture and shape, the whole conducted by prior knowledge of the human brain. Computer vision aims at getting the same result as human perception. The computer interface receives the image as a matrix of pixels and several levels of processes are involved to get, when it is possible, the same result as human analysis.

The collection of processes involved in the visual perception are usually hierarchically classified as belonging to either low level vision or high level vision. High level vision consists of the interpretation of the image following some rule or prior knowledge. In low level vision, image processing is performed to extract some visible physical properties in the image such as shape and boundaries or to improve the quality of the image. In this thesis we will be dealing with image processing and more precisely with the image segmentation task. The objective of segmentation methods is to determine a partition of an image into a finite number of semantically important regions such as anatomical or functional structures in medical images or objects in natural images. The segmentation task has been studied for several decades; however it is still a challenging task. This task is essential in many applications including face detection in video sequences, changes detection in satellite images, anatomical or functional object extraction in medical images or object extraction in natural images.

An image is essentially a 2-D signal processed by the human visual system. The signals representing images are usually in analog form. However, for processing, storage and transmission by computer applications, they are converted from analog to digital form. A digital image is basically a 2-Dimensional array of pixels. The image is defined in a continuous space and the segmentation problem is expressed through a functional or energy optimization. Depending on the object to be segmented, this energy definition can be difficult; in particular for objects with ambiguous borders or objects with textures. For the latter, the difficulty lies already in the definition of the term texture. The human eye can easily recognize a texture, but it is quite difficult to find words to define it, even more in mathematical terms. This is why we are first interested in the extraction of texture features that is to say, finding one representation that can discriminate a textured region from another. The usefulness of the segmentation is ultimately dependent on the features used for the annotation of data and its efficiency is dependent on the invariance and robust properties of these features. For texture based features an important form of invariance is rotational invariance. This work describes effective and novel texture characterization and rotationally invariant texture characterization techniques. However, watershed segmentation is often not effective for textured image regions that are perceptually homogeneous. In order to properly segment such regions the concept of the “texture gradient” is implemented.
When texture images are considered there is no formal mathematical definition for texture images. It is considered to be complex visual patterns, composed of spatially organized entities that have characteristics like brightness, color, shape, size. Simply it is considered to be a regular repetition of an element or pattern on a surface. Data for texture image can be taken from natural texture, material texture etc [9]. Some of the pictorial representation of natural and material texture is shown in figure 1.

Image segmentation is a process of partitioning digital image into N number of parts. The images are segmented on the basis of set of pixels or pixels in a region that are similar on the basis of some homogeneity criteria such as color, intensity or texture, which helps to locate and identify objects or boundaries in an image [2]. In terms of mathematical formulae, Image segmentation divides a digital image f(x, y) into continuous, disconnect and nonempty subsets, from these subsets higher level information can be easily extracted. Practical applications of image segmentation include object identification and recognition, facial recognition, medical image processing, criminal investigation, airport security system, satellite images, quality assurance in factories, etc [3][4]. Due to the importance of the image segmentation, large number of algorithms has been proposed but the selection of the algorithm purely depends upon the image type and the nature of the problem [2].

In recent years, a lot of research is done in the field of image segmentation process. There are currently thousands of algorithms, each doing the segmentation process slightly different from another, but still there is no particular algorithm that is applicable for all types of digital image, fulfilling every objective. Thus, algorithm developed for a group of images may not always apply to images of another class [2] [5].

Currently image segmentation approach, based on two properties of an image, is divided into two categories:

- **Discontinuities based**
  In this category, subdivisions of images are carried out on the basis of abrupt changes in the intensity of grey levels of an image. Our focus is primarily based on identification of isolated points, lines and edges. This includes image segmentation algorithms like edge detection.

- **Similarities based**
  In this category, subdivision of images are carried out on the basis of similarities in intensity or grey levels of an image. Our focus here is on identification of similar points, lines and edges. This includes image segmentation algorithms like thresholding, region growing, region splitting and merging.
3. DUAL TREE DISCRETE WAVELET TRANSFORM (DT-DWT)

The classical discrete wavelet transform (DWT) provides a means of implementing a multiscale analysis, based on a critically sampled filter bank with perfect reconstruction. However, questions arise regarding the good qualities or properties of the wavelets and the results obtained using these tools, the standard DWT suffers from the following problems described as below:

1. **Shift sensitivity:** It has been observed that DWT is seriously disadvantaged by the shift sensitivity that arises from down samples in the DWT implementation.

2. **Poor directionality:** An m-dimension transform (m>1) suffers poor directionality when the transform coefficients reveal only a few feature in the spatial domain.

3. **Absence of phase information:** Filtering the image with DWT increases its size and adds phase distortions; human visual system is sensitive to phase distortion. Such DWT implementations cannot provide the local phase information.

In other applications, and for certain types of images, it is necessary to think of other, more complex wavelets, which gives a good way, because the complex wavelets filters which can be made to suppress negative frequency components. The complex wavelet transform has improved shift-invariance and directional selectivity. This analyzes the signal by two different DWT trees, with filters chosen so that at the end, the signal returns with the approximate decomposition by an analytical wavelet.

The dual-tree structure has an extension of conjugate filtering in 2-D case. Because of the existence of two trees the second noise coefficients moments from such decomposition can be precisely characterized. The DT-DWT ensures filtering of the results without distortion and with a good ability for the localization function and the perfect reconstruction of signal. Moreover, the dual-tree DWT can be used to implement 2D wavelet transforms where each wavelet is oriented, which is especially useful for image processing.

4. TEXTURE BASED SEGMENTATION

The term texture is difficult to define, but it represents aspects of the surface pattern, such as coarseness, directionality, brightness, colour, regularity, and so forth. Texture is a phenomenon that is widespread, easy to recognise and hard to define. Texture features can be used to segment. In remote sensing it is quite usual to segment scenes into different types of land, such as forest, vineyards, urban, streets, lakes.

Texture plays an important role in many machine vision tasks such as surface inspection, scene classification, and surface orientation and shape determination. For example, surface texture features are used in the inspection of semiconductor wafers, gray-level distribution features of homogeneous textured regions are used in the classification of aerial imagery, and variations in texture patterns due to perspective projection are used to determine three dimensional shapes of objects.

Texture is characterized by the spatial distribution of gray levels in a neighborhood. Thus, texture cannot be defined for a point. The resolution at which an image is observed determines the scale at which the texture is perceived. For example, in observing an image of a tiled floor from a large distance we observe the texture formed by the placement of tiles, but the patterns within the tiles are not perceived. When the same scene is observed from a closer distance, so that only a few tiles are within the field of view, we begin to perceive the texture formed by the placement of detailed patterns composing each tile. For our purposes, we can define texture as repeating patterns of local variations in image intensity which is too fine to be distinguished as separate objects at the observed resolution. Thus, a connected set of pixels satisfying a given gray-level property which occurs repeatedly in an image region constitutes a textured region. A simple example is a repeated pattern of dots on a white background. Text printed on white paper such as this page also constitutes texture. Here, each gray-level primitive is formed by the connected set of pixels representing each character. The process of placing the characters on lines and placing lines in turn as elements of the page results in an ordered texture. There are three primary issues in texture analysis: texture classification, texture segmentation, and shape recovery from texture.

In texture classification, the problem is identifying the given textured region from a given set of texture classes. For
example, a particular region in an aerial image may belong to agricultural land, forest region, or an urban area. Each of these regions has unique texture characteristics. The texture analysis algorithms extract distinguishing features from each region to facilitate classification of such patterns. Implicit in this is the assumption that the boundaries between regions have already been determined. Statistical methods are extensively used in texture classification. Properties such as gray-level co-occurrence, contrast, entropy, and homogeneity are computed from image gray levels to facilitate classification. The statistical methods are particularly useful when the texture primitives are small, resulting in microtextures. On the other hand, when the size of the texture primitive is large, it becomes necessary to first determine the shape and properties of the basic primitive and then determine the rules which govern the placement of these primitives, forming macrotextures.

5. MODULATED INTENSITY GRADIENT BASED SEGMENTATION

Gradient is the first derivative for image f(x, y), when there is an abrupt change in the intensity near edge. Modulated intensity gradient based method involves convolving gradient operators with the image. High value of gradient magnitude can be points with abrupt change between intensities of the two regions. These points are called edge pixels and can be linked together to form closed boundaries. Normally sobel operator, canny operator, Laplace operator, Laplacian of Gaussian (LOG) operator etc is used as operator in modulated intensity gradient based method. Usually canny operator is used but it takes more time as compared to sobel operator.

In practice edge detection algorithms require a balance between detecting edges accurately and reducing the level of noise. If the level of accuracy is too high, noise will create detection of numerous additional and fake edges. On the other hand, if we try to reduce the level of noise too greatly, we might reduce the accuracy of the edges and many of the useful edges might not be detected.

6. PARAMETERS UNDER CONSIDERATION

Image Quality is a characteristic of an image that measures the perceived image degradation (typically, compared to an ideal or perfect image). Imaging systems may introduce some amounts of distortion or artifacts in the signal, so the quality assessment is an important problem. There are several techniques and metrics that can be measured objectively and automatically evaluated by a computer program. Therefore, they can be classified as Full Reference Methods (FR) and No-Reference Methods (NR). In FR image quality assessment methods, the quality of a test image is evaluated by comparing it with a reference image that is assumed to have perfect quality. NR metrics try to assess the quality of an image without any reference to the original one.

The image quality indices try to figure out some or the combination of the various factors that determine the quality of the image. Some of the parameters analyzed in this dissertation work are

1. Mean Square Error (MSE):

\[
MSE = \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} (A_{ij} - B_{ij})^2
\]

Where \( m \) is the height of the Image implying the number or pixel rows.

\( n \) is the width of the image, implying the number of pixel columns.

\( A_{ij} \) being the pixel density values of the perfect image.

\( B_{ij} \) being the pixel density values of the segmented image.

Mean square error is one of the most commonly used error projection method where, the error value is the value difference between the actual data and the resultant data. The mean of the square of this error provides the error or the actual difference between the expected/ideal results to the obtained or calculated result.

Here, the calculation is performed at pixel level. A total of \( m \times n \) pixels are to be considered. \( A_{ij} \) will be the pixel density value of the perfect image and \( B_{ij} \) being that of the segmented image. The difference between the pixel density of the perfect image and the segmented image is squared and the mean of the same is the considered error. MSE value will be 0 if both the images are identical.

2. Peak signal-to-noise ratio (PSNR)

Peak signal-to-noise ratio, often abbreviated PSNR, is an engineering term for the ratio between the maximum possible power of a signal and the power of corrupting noise that affects the fidelity of its representation. Because many signals have a very wide dynamic range, PSNR is usually expressed in terms of the logarithmic decibel scale.

PSNR is most easily defined via the mean squared error (MSE).

\[
PSNR = 10 \cdot \log_{10} \left( \frac{MAX^2_I}{MSE} \right)
\]

\[
= 20 \cdot \log_{10} \left( \frac{MAX_I}{\sqrt{MSE}} \right)
\]

\[
= 20 \cdot \log_{10} (MAX_I) - 10 \cdot \log_{10} (MSE)
\]

Here, \( MAX_I \) is the maximum possible pixel value of the image. When the pixels are represented using 8 bits per sample, this is 255.
3. MAXERR

MAXERR is the maximum absolute squared deviation of the data, from the approximation.

7. STEPS INVOLVED IN THE PROPOSED ALGORITHM

Steps involved in the proposed system are:

1. The input coloured image is read.
2. The coloured input image is converted to grey image. The grey image is doubled.
3. Firstly, segmentation of image is done using modulated intensity gradient.
4. The segmented output MG is generated.
5. PSNR, MSE and MAXERR are calculated for MG.
6. Secondly, the grey image is segmented using texture gradient.
7. The segmented output TG is generated.
8. PSNR, MSE and MAXERR are calculated for TG.
9. The outputs TG and MG are summed to get the final output of PS.
10. PSNR, MSE and MAXERR are calculated for PS.
11. The PSNR, MSE and MAXERR for final output of PS are compared to PSNR, MSE and MAXERR of TG and MG both.

8. SIMULATION RESULTS

The proposed system simulation outputs are as under.

Figure 3: Simulation flow diagram.

Figure 5: Segmented Image output using modulated intensity gradient.

Figure 6: Segmented Image output using texture gradient.

Figure 7: Final Segmented Image output.
The figure 4 shows the original image which is to be segmented. Figure 5 and 6 shows the segmented image outputs by using modulated intensity gradient and texture gradient. Figure 7 shows final output obtained by summing the two output images. From image outputs it can be seen that the final output image is better than the other two output images.

Table 1: Various parameters values obtained.

<table>
<thead>
<tr>
<th>S.NO</th>
<th>METHODS</th>
<th>PSNR</th>
<th>MSE</th>
<th>MAXERR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Modulated intensity gradient based segmentation</td>
<td>5.7306</td>
<td>1.7180e+04</td>
<td>233.7281</td>
</tr>
<tr>
<td>2</td>
<td>Texture gradient based segmentation</td>
<td>5.8132</td>
<td>1.7032e+04</td>
<td>234.4981</td>
</tr>
<tr>
<td>3</td>
<td>Proposed system</td>
<td>5.8460</td>
<td>1.6923e+04</td>
<td>232.7530</td>
</tr>
</tbody>
</table>

Table 1 shows values of PSNR, MSE and MAXERR obtained by image segmentation using modulated intensity gradient, texture gradient and proposed system. From the table it can be seen that the results with proposed system are better than that with other two traditional systems.

9. CONCLUSION

The objective of this dissertation work is to develop an efficient image segmentation system so that better image can be obtained on reconstruction. In the proposed system two algorithms modulated intensity gradient and texture gradient are used for image segmentation.

Results are derived for modulated intensity gradient based system and texture gradient system and for the proposed system. The parameters of comparison are PSNR, MSE and MAXERR. The results show that the PSNR, MSE and MAXERR values for proposed system are better than the existing system and hence it can be concluded that the proposed system performance has enhanced.
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